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Modeling Heterogeneity and State Dependence 
in Consumer Choice Behavior 

Michael P. KEANE 
Department of Economics, University of Minnesota, Minneapolis, MN 55455 

In frequently-purchased-consumer-goods markets, consumer brand choices exhibit substantial per- 
sistence across purchase occasions. In this article, I estimate a choice model that admits of both 
heterogeneity in preferences and true state dependence as sources of this persistence, using Nielsen 
scanner data on ketchup. I find evidence for true state dependence in the choice process, even after 
controlling for a rich heterogeneity structure. Simulation of the model indicates that the long-term 
effect of a promotion-induced purchase on future purchase probabilities is positive but small. 

KEY WORDS: Brand choice; Discrete choice model; Method of simulated moments; Multinomial 
probit; Scanner data. 

In this article I estimate statistical models of consumer 
choice behavior using Nielsen scanner panel data on house- 
hold ketchup purchases. The goal is to determine whether 
heterogeneity or state dependence or both are important 
sources of the observed temporal persistence of consumer 
brand choices and to gauge the relative importance of each. 
Most recent statistical models of choice behavior have al- 
lowed for either heterogeneity or state dependence, but 
rarely have both sources of persistence in choices been in- 
cluded simultaneously. My tentative conclusion is that both 
heterogeneity and state dependence appear to be significant 
features of the data. But before proceeding it is important 
to carefully define both terms. 

A basic fact about panel data on consumer-goods pur- 
chases is that brand choices of individual consumers exhibit 
persistence over time. More precisely, we observe the fol- 
lowing: The probability that a consumer will be observed 
to buy brand A at time t, given that he/she was observed 
to buy brand A at time t - 1, exceeds the probability that 
a consumer will be observed to purchase brand A at time 
t, given that he/she was observed to purchase brand B at 
time t - 1. The word "observed" in this statement is critical 
because it indicates that we are speaking from the perspec- 
tive of the analyst. For this reason, this fact is merely a 
statement about how the data look from the perspective of 
an analyst-it is not a statement about consumer behavior. 

The fact that brand choices of consumers exhibit persis- 
tence is consistent with two diametrically opposed patterns 
of consumer behavior. First, it may be that purchase of a 
particular brand at time t - 1 actually makes the consumer 
more likely to purchase that brand again at t. There are a 
myriad of plausible explanations for such a causal link be- 
tween current and past behavior. For example, there may be 
habit persistence (i.e., use of a brand causes one to acquire 
a taste for that brand), learning combined with risk aversion 
(i.e., use of a brand gives one knowledge about its attributes, 
making it a safe choice on a subsequent purchase occasion), 
and so forth. Regardless of the underlying behavioral expla- 
nation, I shall refer to such causal links between past and 
present purchase behavior as state dependence. The phrases 
purchase carryover and purchase-event feedback are often 
used in the marketing literature to describe the same general 
concept. 

The second pattern of behavior with which the observed 
persistence in consumer brand choices is consistent is one 
in which past purchase behavior has no causal connection 
with present purchase behavior. Rather, consumers simply 
have different preferences over brands for exogenous rea- 
sons that are unrelated to the consumers' past purchase his- 
tories. In this case, a consumer who was observed to buy 
brand A at time t-1 is more likely to have preferences such 
that he/she generally prefers brand A than is a consumer 
who bought brand B at time t - 1. For this reason alone, 
a consumer who bought A at t - 1 is more likely to buy 
A at t than is a consumer who bought B at t - 1. I shall 
refer to such differences in exogenously given preferences 
of consumers as heterogeneity. 

Distinguishing between heterogeneity and state- 
dependence-based explanations for the observed persistence 
in consumer brand choices is of fundamental importance in 
marketing. Consider, for example, the decision to put a par- 
ticular brand on price promotion. If the true model of con- 
sumer behavior is that there is heterogeneity and no state 
dependence, such a promotion will increase sales only while 
it is in effect. If state dependence is present, however, some 
of the consumers who bought the brand on promotion will 
be persuaded to stay with the brand after the price returns 
to normal. A cost/benefit analysis of the promotion will de- 
pend critically on the assumed forms of heterogeneity and 
state dependence in the population. 

Having defined heterogeneity and state dependence, my 
next task is to discuss how these diametrically opposed ex- 
planations for the observed persistence in consumer choice 
behavior may be distinguished using scanner data on con- 
sumer purchases. As is well known (see Heckman 1981a), 
if heterogeneity is present in the true model and one ig- 
nores it, estimating a model that only allows for state de- 
pendence, one will tend to overestimate the degree of state 
dependence. This is referred to as a finding of spurious state 
dependence. Equally true, but less often noted, is the fact 
that if state dependence is present in the true model and 
one ignores it, estimating a model with only heterogeneity, 
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then the degree of heterogeneity in the population will tend 
to be exaggerated. 

Clearly then, we want to estimate a model that allows 
for both heterogeneity and state-dependence explanations 
of the observed persistence in brand choices so as to disen- 
tangle the contribution of each. Unfortunately, there is no 
nonparametric method to sort out the relative importance 
of heterogeneity and state dependence in generating persis- 
tence. Inferences about the relative and absolute importance 
of heterogeneity and state dependence are conditional on 
functional-form assumptions. And a researcher has an im- 
mense range of options in the specification of these forms. 
I next turn to a discussion of these options. 

In a random-utility model, state dependence can be ac- 
counted for by allowing past purchases to have an impact 
on current-period utility evaluations (Guadagni and Little 
1983) or letting attributes of previously purchased brands 
have an impact on current utility evaluations (Erdem 1996). 
Heterogeneity can be accounted for by letting certain pa- 
rameters of the utility function differ across consumers. One 
may let parameters differ according to observed attributes 
of consumers, unobserved attributes of consumers (Elrod 
1988; Jones and Landwehr 1988; Steckel and Vanhonacker 
1988) or both (McCulloch and Rossi 1996). Furthermore, 
one can even allow heterogeneity in the way past purchases 
affect current decisions (Erdem 1996). In terms of func- 
tional forms for dependence of current utility evaluations 
on past choices, one can use a dummy for lagged purchase 
(Jones and Landwehr 1988), an exponentially smoothed 
weighted average of past purchases (Guadagni and Little 
1983), various Bayesian updating formulas (Fader 1993; Er- 
dem and Keane 1996), or one of a myriad of other possible 
forms. In terms of functional forms for heterogeneity distri- 
butions, one can choose a normal distribution (Elrod 1988; 
Elrod and Keane 1995), a gamma distribution (Bass, Jeu- 
land, and Wright 1976), a discrete mass point distribution 
(Kamakura and Russell 1989), or one of a myriad of other 
distributions. One can also specify that a consumer's posi- 
tion in the heterogeneity distribution is fixed over time or 
allow it to evolve exogenously over time (Allenby and Lenk 
1994). 

This list of options and references is not meant to be 
exhaustive but merely to give an idea of the range of op- 
tions available in specifying functional forms for hetero- 
geneity and state dependence. Given the wide range of 
model-specification options, my strategy for proceeding is 
as follows: I will specify the particular functional form for 
state dependence that is dominant in the marketing litera- 
ture on consumer brand choice, the exponential smoothing 
form used by Guadagni and Little (1983). I will then es- 
timate models with successively more flexible functional 
forms for heterogeneity and see if the parameters captur- 
ing state dependence of the Guadagni-Little (GL) form are 
significant in each of these models. If the GL parameters 
remain significant even after a complex pattern of hetero- 
geneity is controlled for, I will take it as evidence that state 
dependence is an important aspect of consumer choice be- 
havior. On the other hand, if the inclusion of reasonably 

flexible functional forms for heterogeneity renders the GL 
parameters insignificant, I will take it as evidence that al- 
most all observed persistence in consumer choice behavior 
is due to heterogeneity. 

The conventional wisdom in marketing is that choice be- 
havior is zero order, meaning that there is no significant 
causal connection between past purchases and current util- 
ity evaluations [see Bass (1993) for a statement of this po- 
sition]. In fact, in the Nielsen scanner data on ketchup pur- 
chases that I have examined, this turns out not to be the 
case. The GL parameters remain highly significant even af- 
ter inclusion of an extremely flexible specification of het- 
erogeneity. I take this as evidence that state dependence is 
present in consumer choice behavior. 

But, in an important sense, my results are quite consis- 
tent with the conventional wisdom. According to my pre- 
ferred model specification, a price promotion for a brand of 
ketchup that is large enough to generate a 313% immedi- 
ate sales increase only increases long-run sales after price 
returns to normal by about 12%. Thus, the effect of current 
prices on current utility evaluations is much stronger than 
the effect of past purchases. As a result, when one looks at 
scanner data, the price effects will tend to swamp any pur- 
chase carryover effects, making zero-order choice behavior 
a good first approximation. Only highly efficient economet- 
ric methods, like those employed here, allow one to tease 
out the state dependence in the choice process. 

The article is organized as follows: The model, estima- 
tion technique, and data are discussed in Sections 1, 2, and 
3, respectively. Results are presented in Sections 4, 5, and 
6. In Section 7, I use some of the estimated models to sim- 
ulate consumers' dynamic responses to price promotions, 
showing how responses differ in models with and without 
state dependence. Section 8 concludes. 

1. THE MODEL 

1.1 Mathematical Structure 

Assume that in each time period (which for our pur- 
poses will be the purchase occasion) consumers choose 
from among a set of J brands. Let Uijt denote the utility to 
consumer i of purchasing brand j at time t. This utility will 
be allowed to depend on observed and unobserved charac- 
teristics of brands, observed and unobserved characteristics 
of the consumer (including his/her observed brand-choice 
history), and interactions among consumer and brand char- 
acteristics. Specifically, let 

Uijt = Xitpj + Ajt(0 + Xiq1 + vi) 

+ GL(Hijt, c)A + A it, j = 1, J. (1) 

Here, Xit is a vector of characteristics of consumer i at time 
t, and p• is a corresponding vector of coefficients capturing 
how these consumer attributes affect the consumers' evalu- 
ation of the utility from brand j. Ajt is a vector of observed 
attributes of brand j at time t. It is multiplied by a vector 
of random coefficients b0 + Xit4l + vi that captures how 
consumers with different observed and unobserved charac- 
teristics evaluate the utility derived from these attributes. 
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A't is a vector of unobserved attributes of brand j at time 
t, and Sfijt is a vector of random coefficients that captures 
how consumers evaluate the utility derived from the unob- 
served attributes. GL(Hijt, a) is an exponentially smoothed 
weighted average of past purchases of brand j by person i 
used by Guadagni and Little (1983), Hijt is consumer i's 
purchase history for brand j prior to time t, and a is the ex- 
ponential smoothing parameter; A is the coefficient mapping 
GL into the evaluation of utility. 

Many alternative error structures may be obtained by 
specifying the functional form of Atijt. Following Elrod 
and Keane (1995), I interpret the error terms as arising from 
unobserved attributes of brands for which consumers have 
heterogeneous preferences. These attributes are assumed to 
be of two types-type I attributes, for which consumers 
have utility weights that are fixed over time, and type II at- 
tributes, for which consumers have utility weights that vary 
over time. For example, a type I attribute might be fresh- 
ness, on which consumers place a time-invariant weight, 
whereas a type II attribute might be a kind of flavor, which 
consumers may desire on some days but not on others. 

Moreover, attributes may be common across brands or 
unique to brands. A common attribute is something that can 
be measured for all brands, such as meat content, freshness, 
or glamour. A unique attribute is inherently undefinable 
(e.g., the unique attribute of Budweiser is whatever gives 
Budweiser its "Budweiserness," independent of its position 
along the common-attribute dimensions). 

This gives the following very general structure: 

Autijt = LjWi + Fij + Pjit ?+ V ijit, 

j = 1, J. (2) 

Here Wi is the vector of utility weights attached by con- 
sumer i to the type I common attributes; Lj is the vector 
of factor loadings of brand j on these type I common at- 
tributes; Fij is the utility weight attached by consumer i to 
the type I unique attribute of brand j, f-j is the level of 
type I unique attribute possessed by brand j; ?jt is the time t 
vector of utility weights attached by consumer i to the type 
II common attributes of brands; Pj is the vector of factor 
loadings of brand j on these type II common attributes; eijt 
is the time t utility weight attached by consumer i to the 
type II unique attribute of brand j; /J is the level of type 
I unique attribute possessed by brand j. 

It is important to note that the error structure for all 
random-utility-based brand-choice models that have been 
considered in the literature may be obtained by placing 
suitable restrictions on (2). This is because any covariance 
matrix may be factor analyzed as in (2). For example, if 

Lj = 0, // 
= 0, and Pj = 0 for all j, V 7 = 1 for all 

j, and 6ijt is iid extreme value, we obtain the logit model. 
If ,i = 0, and Pj = 0 for all j, • = 1 for all j, cEijt 
is iid extreme value, and W2 is iid normal, we obtain the 
heterogeneous logit model of Elrod (1988). Alternatively, if 
Lj WTi is assumed to have a discrete mass point distribution, 
we obtain the heterogeneous logit model of Kamakura and 
Russell (1989), but if Wi is assumed to have a discrete mass 

point distribution and the elements of the Lj are estimated, 
we obtain the heterogeneous logit model of Chintagunta 
(1994). And, if LjWi is allowed to be an individual fixed 
effect, we have the fixed-effects logit model of Jones and 
Landwehr (1988). If Lj = 0 and Pj = 0 for all j, gF- = 
for all j, /r = 1 for all j, 1Pij is gamma, and eijt is iid 
extreme value, we obtain the Dirichlet-multinomial model 
(Bass et al. 1976). If Lj = 0, /VK = 0, and Pj = 0 for all 
j, I-, = 1 for all j, and Eijt is iid normal, we obtain the iid 
probit model. Letting Pj be nonzero and ?it be iid normal 
gives a cross-section probit model with correlated errors, 
and further letting Lj be nonzero and Wi be iid normal 
gives a random-effects probit model. The heterogeneous iid 
probit model of Elrod and Keane (1995) is obtained by let- 
ting JV- = /' for all j and x/j = 1 for all j, letting Wi, 
rij, and Eijt all be iid standard normal and letting Pj = 0 
for all j. This list may be extended almost indefinitely. 

It has been nearly universal in the brand-choice literature 
to work with permanent/transitory models, meaning that a 
stark dichotomy is set up between W2 and ijy, which are 
fixed over time, and ?it and Eijt, which are serially indepen- 
dent. This leads to an equicorrelated error structure (i.e., the 
correlation of the error terms Au ftijt and Av t•j,t-q is jt j,t-q qfl -q 
the same regardless of the lag length q). This assumption 
that a consumer's position in the heterogeneity distribution 
is constant over time (i.e., that it is given at birth and never 
changes) is highly restrictive, and it has been rejected in all 
contexts in which it has been tested (see Heckman 1981a; 
Avery, Hansen, and Hotz 1983; Keane 1993). To my knowl- 
edge, the only cases in the brand-choice literature in which 
equicorrelation has been relaxed are those of Allenby and 
Lenk (1994) and Fader and Lattin (1993). 

In this article I will assume that -- = = for all j and 
= - 1 for all j and that Wi, ij, ?it, and Eijt are all 
iid standard normal. This gives a multinomial multiperiod 
probit (MMP) model with a very flexible covariance struc- 
ture. I will also relax equicorrelation by allowing the time- 
varying component of the error terms to follow a stationary 
(autoregressive) AR(1) process. Specifically, define 

&ijt = Pjit + /fjEijt, j = 1, J, (3) 

and let 

8ijt = ij,t-1 + rijt, j = 1, J, (4) 

where 0 _ p < 1 and the r/jt are iid normal over time 
but have the appropriate cross-sectional correlation across 
brands so as to preserve a stationary covariance structure 
for 8ijt. 

Note that the j = 1 restriction serves as a scale nor- 
malization for utility, which is needed for identification (see 
Sec. 2.1). Both the ,/ = • for all j and x/ = 1 for 
j > 2 restrictions were imposed because differences across 
brands in the levels of unique attributes were not found to 
be significant in the estimation and including these addi- 
tional parameters led to a significant increase in computa- 
tional burden. I have estimated a model that includes only 
one column in both the L and P vectors, meaning that there 
is one unobserved type I common attribute and one unob- 
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served type II common attribute. Additional columns of L 
and P were not found to be significant. 

Finally, I assume that the heterogeneous part of the ob- 
served attribute coefficient 0o + Xit1 + vi is 0 for all ob- 
served attributes except price. For the price coefficient I will 
include household income and household size in Xit and as- 
sume vi ,, N(O, o• ) with the vi independent across alterna- 
tives. [Note that Kamakura and Russell (1989) and Allenby 
and Lenk (1994) allowed for correlation between a random 
price coefficient and LjWi. Given the additional complex- 
ities included in the present model, such correlations are 
omitted to conserve on parameters. Nevertheless, the pres- 
ence of the Xit3j and XitoS terms allows household price 
coefficients and preferences for brands to be correlated due 
to observable household characteristics.] The details of the 
specification of the observed attribute vector A will be de- 
scribed in Section 3. 

1.2 Behavioral Interpretation 

Having laid out the complete statistical model, it is useful 
to give behavioral interpretations of the parameters. Con- 
sider first the covariance structure. If Lj is very large, then 
those consumers with a large positive value of Wi will ap- 
pear loyal to brand j (i.e., those consumers who place a 
large weight on the type I common attribute will tend to 
buy brand j because it has a high level of that attribute). If 
1/ is large, then each consumer will appear loyal to a par- 
ticular brand for no apparent reason. There is thus a crucial 
managerial distinction between markets in which the V/ 
are large (r heterogeneity) and markets where the Lj are 
large (L heterogeneity). Both markets will be characterized 
by brand loyalty and strong persistence in brand-choice be- 
havior. In the case of L heterogeneity, however, a manager 
could easily steal consumers away from a competing brand 
by repositioning his/her brand along the L vector, but in the 
case of r, heterogeneity it is not clear how a brand manager 
could steal loyal consumers from another brand. 

The elements of the L vector influence brand-switching 
behavior. If Lj and Lk are similar, it means that brands j 
and k have similar type I common-attribute levels, and we 
would expect to see a segment of consumers who switch 
frequently between these brands. Conversely, if Lj and Lk 
are very different, it means that j and k have very differ- 
ent levels of the type I cominon attribute, and we would 
not expect to see any segment of consumers who switch 
frequently between these brands. 

The elements of the P vector also influence switching 
behavior. If p = 0 so that a consumer gets an independent 
draw for the •it vector on each purchase occasion, con- 
sumers will tend to switch between brands that have large 
elements of P that are of opposite sign. In an extreme case 
in which Pj -* 00 and Pk -+ -co, we will observe all con- 
sumers switching back and forth between j and k, with the 
purchase probabilities for each approaching 50%. 

If p is substantially greater than 0 and Pj is large in mag- 
nitude, we will see stretches of purchase occasions when 
consumers appear loyal to brand j and stretches when they 
become averse to j. In other words, brand j has a high level 

of a common attribute for which consumers go through 
phases such that they like that attribute over some periods 
of time and dislike it over other periods of time. Alterna- 
tively, if p > 0 and all other model parameters (including 
the P) are small relative to Vf7 = 1, consumers will tend to 
go through phases when they appear loyal to all the brands 
in turn. 

It is important to recognize the crucial behavioral distinc- 
tion between a large p and large amounts of L heterogeneity 
and , heterogeneity. In the latter case, consumer behavior 
(in terms of which brand or brands a particular consumer 
most prefers) will be static over indefinitely long periods of 
time. In the large p case, however, consumer behavior will 
only tend to be similar over short periods of time rather than 
over indefinite periods. In other words, with large p there is 
"inertia" in choice behavior over the short to medium run, 
but not in the long run. 

Altogether, the model specified in Equations (1)-(4) in- 
cludes seven types of heterogeneity. These are (1) observed 
heterogeneity in preferences for observed attributes, cap- 
tured by AjtXitsl, (2) unobserved heterogeneity in pref- 
erences for observed attributes, captured by Ajtvi, (3) ob- 
served heterogeneity in brand intercepts, captured by Xit/3j, 
and (4-7) the four types of unobserved heterogeneity in in- 
tercepts captured by the four terms on the right side of 
Equation (2). These are heterogeneous preferences for type 
I and II common attributes and type I and II unique at- 
tributes. 

State dependence is captured by the term GL(Hijt, a)A. 
If A = 0, then choice is a zero-order process, with all ob- 
served persistence due to heterogeneity. But, if A > 0, pur- 
chase of a brand at t causes the consumer to assign a higher 
utility to purchase of that brand at t + 1. Thus, if and only 
if A > 0 will there be purchase carryover effects such that 
a promotion that increases sales at t can lead to increased 
sales at t + 1 after the promotion is removed. In contrast, 
recent work by Allenby and Lenk (1994) allowed for a com- 
plex heterogeneity structure including AR(1) errors of the 
type considered here but did not allow for state dependence. 
They estimated p > 0 and referred to this phenomenon as 
"purchase carry-over." But this is quite different from my 
use of the term. In their model, consumers tend to purchase 
the same brand on successive occasions because of short- 
run inertia in preferences, not because the time t purchase 
is causally related to time t + 1 utility evaluations. 

2. ESTIMATION 

2.1 Identification 

Because choices among alternative brands only depend 
on utility differences, to achieve identification assume that 
all the Uijt, Xit, Ajt, GLijt, and At in Equation (1) are 
measured relative to brand J so that Uijt = O. Note, then, 
that the positions of alternatives along the L and P vec- 
tors are measured relative to alternative J and that Lj = 
PJ = 0. 

After this differencing procedure, the error term for al- 
ternative j is Ajtnijt - A tidt. The total variance of this 
composite error term is 2, + L f A Acr, + (27• + P?)/ 
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(1 - p2). Because it is possible to divide /3 for all j, b0, 
01, vi, A, and the error terms for all j by a constant without 
changing the rankings of alternatives, a scale normalization 
for utility is also needed. This is achieved by normalizing 
the error variance for alternative 1 to 1 at t = 1. Then, the 
total error variance for alternative j is [2n + LV + Atc•, + 
(2-r +Pa)/(1 -p2)]/[2n+L2 +A 21r+ (2ri )/(1- _2) . 
At this point, identification is not yet achieved because both 
numerator and denominator of this expression may be mul- 
tiplied by the same constant without affecting utilities. The 
additional normalization I use is 7-j = 1 for all j. This is 
with loss of generality because all that would be necessary 
is •r = 1. As I noted in Section 1, however, differences in 
the r-j across alternatives were not found to be significant. 

With this normalization, the fraction of the total error 
variance for alternative j due to K heterogeneity (i.e., pop- 
ulation heterogeneity in preferences for the unique type I 
attribute of alternative 1) is 2,/[2 + L2 + A tg + (2- + 
P?)/(1 - p2)]. Fractions of error variance due to other 
sources are obtained similarly. Finally, note that with the 

7-j restriction, the alternative 1 error-variance normalization 
actually becomes superfluous. It leads to no loss in general- 
ity, however, and has the advantage that the scales of the 3, 
0o, and A coefficients will remain reasonably comparable 
across specifications with different heterogeneity specifica- 
tions. 

2.2 Estimation 

Estimation of an MMP model with an error structure 
as complex as that described in Section 1 requires the 
use of simulation estimation techniques that I describe in 
this section. Assume that we have data on N consumers 
who choose from among a set of J brands on each of 
Ti purchase occasions. Choice j is made at time t if the 
following J - 1 constraints are satisfied: Uijt > Uikt 
for all k j. Write the model in compact notation as 

Uijt 
= 

Xit3j* + 
6_jt, 

where X?.tPoj = Xit3j + Art(o0 + 

Xitgl)+ GL(Hijt, a)A and esit = Ajtvi +Aj ijt. Further 
define ef = (ef, ? I,., e J-, Zl ?Ii.. .I•EI,J-, , 
IIDN(0, E*). Let 0 = (/, 11, A, 0 L) P denote 
the complete vector of model parameters. To have a com- 
pact notation for the sequence of choices observed for per- 
son i, define dit = (dilt,..., dijt), and di = (dil,..., diT). 
Also define jit as the index j of the choice observed for 
person i in period t. Denoting by P(d•) the probability that 
i chooses the sequence di, we have 

P(dilO, X, A) 

= P(Ui,j,,t > UiktV k J jit, t = 1,..., T) 

= P(e,jt - Eit > X -ktPj 
- 

,j,t3 
V k # jit, t = 1,...,T). 

If the Qt are iid over time, then this is the product of T 
integrals of dimension J - 1. If the Eit are serially corre- 
lated, however, this is in general a T- (J-1) variate integral. 
As T and/or J grow, the repeated evaluation of such inte- 
grals that is necessary for maximum likelihood estimation 
of the model rapidly becomes infeasible. Much of the ear- 

lier work on the MMP model sought to avoid this problem 
by imposing low-order factor structures on E*. For exam- 
ple, if a random-effects structure is imposed, the order of 
integration is reduced to (J - 1) . 2. 

Unfortunately, given the AR(1) error component in the 
model of Section 1, the order of integration necessary to 
evaluate choice probabilities in the model will be the full 
T - (J - 1). In the empirical example to be presented in 
Sections 3-7, T = 30 and J = 7, giving an order of inte- 
gration of 180. For this reason I adopt a simulation-based 
approach to inference. 

Most classical simulation-based approaches to inference 
in the MMP model rely on Monte Carlo simulation of 
the choice sequence probabilities P(dj) and substitution 
of these simulated probabilities into likelihood functions 
or moment conditions. A critical decision is which Monte 
Carlo method to use. In an extensive study of alternative 
methods for simulation of multinomial orthant probabili- 
ties, Hajivassiliou, McFadden, and Ruud (1994) concluded 
that the GHK probability simulator, due to Geweke (1991), 
Hajivassiliou et al. (1994), and Keane (1990, 1994), is the 
most accurate of all methods considered. For this reason, 
I adopt the GHK method. Denote the GHK simulator of 
choice sequence di by PGHK(diO0, X, A). For a description 
of the construction of the GHK simulator in the panel-data 
probit case, see Geweke, Keane, and Runkle (in press). 

The next decision is the choice of estimator. I adopt 
the method of simulated moments (MSM). As discussed 
by Keane (1990), direct application of the MSM estima- 
tor developed by McFadden (1989) to the MMP model is 
not feasible for T > 2. Keane (1990) proposed the com- 
putationally feasible alternative of factoring the sequence 
probabilities into transition probabilities and forming the 
alternative MSM estimator obtained by solving the moment 
conditions: 
N T J 

SWijt[dit - PGHK 
i=1 t=1 j=1 

x (dijt Idil, .. , di,t-1, 0MSM, X, A, Hit)] = 0, 

where Wijt is an orthogonal weight, and the transition 
probabilities are simulated by ratios of GHK simulators: 

PGHK(dil,..,di,t-1,dijt) 

Due to denominator bias, this gives a biased simulator of 
the transition probability. Keane (1994) showed that this 
MSM estimator is consistent and asymptotically normal if 
M/VN -* oo as N -* oo, however, and he found in a Monte 
Carlo study that it has good small-sample properties. 

Although the high-order integration problem in MMP 
models is well known, an additional important problem is 
proliferation of covariance matrix parameters. In an unre- 
stricted MMP model, there are T(J- 1)J/2 -1 free covari- 
ance matrix parameters (i.e., covariances of all error terms 
across all time periods). In the present case, T = 30 and 
J = 7, so this gives 631. Estimation of 631 free parameters 
via a nonlinear estimation routine in which each objective 
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function evaluation requires high-dimensional integration is 
completely infeasible. Furthermore, given the limited infor- 
mation content of discrete choice data, it is clear that data 
on many thousands of individual purchase histories would 
be needed before one could hope to uncover the parameters 
of a completely unrestricted structure. 

The statistical model of Section 1 circumvents this pro- 
liferation of parameters problem while nevertheless allow- 
ing for a flexible correlation structure in the errors. With 
the restrictions that L and P have one column each, that 

. = /-e and /rj = 1 for all j, and that cr, = 0 for all A 
except price, the number of parameters characterizing the 
covariance matrix is only 15. 

A final problem that must be confronted in estimation of 
a limited dependent-variable model with state dependence is 
that of initial conditions. Let t = 1 denote the first purchase 
occasion for which we observe the consumer. The consumer 
first entered the market for the product under consideration, 
however, at t = -B, where B+ 1 is the number of purchase 
occasions prior to our first observation. Because we do not 
observe the history of the consumer's choice process from 
t = -B to t = 0 and because we do not observe the latent 
utilities, we cannot construct either the initial value of the 
loyalty variable GL(Hij, a) or of the error term bijo. 

Given this initial-conditions problem, estimation that is 
consistent in sample size N for fixed T requires integra- 
tion over the joint unconditional distribution of GL(Hisj, a) 
and 6ij0. As described by Heckman (1981b), this is a prob- 
lem of awesome computational and economic complexity. 
One must integrate over the entire past history of the ex- 
ogenous variables and of the consumer's decisions, starting 
from time t = -B. This requires one to model the com- 
plete structure of the market, including how prices are set, 
promotions are determined, brands are born and die, and so 
forth. 

Estimation that is consistent as N and T both grow large 
may be achieved in two ways. First, one may treat the 
unobserved GL(Hijl,a) as individual fixed effects. This 
generates N new parameters. Estimation of such a large 
set of free parameters in a nonlinear estimation routine 
in which each objective function evaluation requires high- 
dimensional integration is completely infeasible. Alterna- 
tively, if GL(Hij1,a) is arbitrarily initialized, estimation 
remains consistent as both N and T grow large. This is be- 
cause, as T grows large, results become insensitive to initial 
conditions. 

By force of necessity I adopt the approach of arbitrar- 
ily initializing GL(Hi31, a) to be 0 for all brands. This has 
the desirable feature of ensuring that the assumed initial 
conditions for the GL variables are exogenous in the sense 
that they are uncorrelated with consumers' positions in the 
heterogeneity distribution. Thus, with this initialization, the 
lagged purchase variable cannot be significant simply be- 
cause its initial value is correlated with individuals' unob- 
served preference parameters. But with GL(H l1, a) set to 
0, ?•jl contains information both on the consumer's position 
in the heterogeneity distribution and on GL(H•i1, a). As a 
result, consistency will only be achieved as T grows large. 

I check the sensitivity of the estimates to T by estimating 
the model both on the full sample and on a subsample of 
consumers who have relatively long purchase strings. 

3. DATA 

The data used in the study are the Nielsen scanner panel 
data on ketchup for Sioux Falls, South Dakota. The sample 
period is 1987, week 16, to 1988, week 24. During this 
period there were seven name-brand varieties of ketchup 
that accounted for the bulk of sales in the market. These 
are Hunt's (32 oz.), Del Monte (32 oz.), and five sizes of 
Heinz (40, 64, 14, 28, and 32 oz.). The Heinz 40-ounce size 
was only introduced in 1987, week 16, whereas the other 
alternatives had been present in the market earlier. Each of 
these seven will be considered a choice alternative in this 
study. Market shares are given in Table 1. The dominant 
alternative, with a market share of 33.8%, is the Heinz 32- 
ounce size. 

The most difficult task involved in using scanner panel 
data is the construction of the vector of prices faced by 
each consumer on each purchase occasion. The basic prob- 
lem is that one only observes the price paid by the consumer 
for the brand he/she actually bought. This is broken down 
separately into a marked price and the value of any coupon 
that was used. Prices for the other brands must be inferred. 
The Nielsen data include price files that contain prices for 
each brand in each store on each day of the sample. De- 
tails of the construction of these prices can be found in the 
documentation that accompanies the Nielsen data. But the 
basic idea of the algorithm is as follows: (1) Sort through 
all the data for a particular store on a particular day. If a 
consumer is found who bought a particular brand, then use 
the marked price he/she faced as the marked price for that 
brand in that store on that day. (2) If no one bought a par- 
ticular brand in a particular store on a particular day, look 
for purchases in adjacent days to fill in the price. (3) If no 
one bought a particular brand in a particular store in a par- 
ticular week, then look for purchases in adjacent weeks to 
fill in the price. Prices for all brands are measured as price 
per 32 ounces. 

In constructing the price data, it is important to use 

Table 1. Characteristics of Alternatives 
in the Sioux Falls Ketchup Data 

Mean 
Weight price per Container Market 

Alternative Brand (ounces) 32 oz. type share 

1 Hunt's 32 1.10 ?* 16.5 
2 Del Monte 32 1.10 Glass 6.1 
3 Heinz 40 1.35 Plastic 8.2 
4 Heinz 64 1.32 Plastic 3.3 
5 Heinz 14 1.52 Glass 3.5 
6 Heinz 28 1.28 Plastic 28.6 
7 Heinz 32 1.12 Glass 33.8 

NOTE: Purchases of house brands and generics are excluded from the sample, so market 
share refers to share among the seven name-brand alternatives. In Sioux Falls the total market 
share of all house brands and generics combined was approximately 6%. 

* For Hunt's (32 oz.) the UPC code did not uniquely identify whether the package was plastic 
or glass, and I was informed by Nielsen that both plastic and glass containers were available. 
Thus, the plastic dummy is set to .50. 
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the marked price for the purchased brand rather than the 
price net of any coupon redemption. Because coupon re- 
demptions may only be observed for the actually purchased 
brand, the price net of coupon is an endogenous variable. 
The effect of the endogeneity bias is to exaggerate price 
sensitivity. Because we do not know what coupons the con- 
sumer could have used if he/she had purchased another 
brand, the relative price of the purchased brand tends to 
be biased downward, making consumers appear more price 
sensitive. Incorporating coupons in the analysis would re- 
quire explicit modeling of the coupon-redemption decision, 
which is beyond the scope of this study. 

There were 19 stores with scanners in Sioux Falls during 
the sample period. Four of these had no price file because 
they were too small and are therefore excluded from the 
analysis. I concluded that two additional stores, although 
they did have price files, were sufficiently small that the 
price data would be unreliable [consisting almost entirely of 
imputations as in the preceding steps (2) and (3) rather than 
actual observed prices]. These were also excluded, leaving 
13 stores. 

The full dataset contained 2,320 consumers. To reduce 
the substantial computational burden involved in the esti- 
mation, I randomly selected consumers into the estimation 
sample with 50% probability. This produced roughly a half 
sample of 1,150 consumers with 5,353 purchase occasions. 
Thus, the mean number of purchase occasions per consumer 
is 4.65. 

Attributes of alternatives included in the A vector are 
dummies for whether the brand is Hunt's or Del Monte, a 
dummy for whether the alternative comes in a plastic con- 
tainer, size and size squared in ounces, price, and dummies 
for whether a line, display, or major ad for the brand was 
in effect at the time of the purchase occasion. Characteris- 
tics of consumers included in X were household size and 
household income. However, 0 and 01 are restricted so that 
Xitp3 is only a function of household size, but the interac- 
tion terms AjtXitq1 for the price component of A involve 
both household size and income. A vector of ones is not 
included in X, so there are no alternative-specific constants 
in the model. Thus, the model could be used to predict sales 
of a new size or package type for an existing brand (pro- 
vided it can be positioned along the L and P vectors). The 
presence of brand intercepts precludes using the model to 
estimate sales of a completely new brand. 

Finally, note that Heinz 32-ounce size is labeled alterna- 
tive 7 and will be the base alternative in the MMP model. 
Thus, L7 = P7 = 0, and all positions of all other alterna- 
tives along the L and P vectors are relative to that of the 
Heinz 32-ounce size. Moreover, the attribute variables (i.e., 
price, size, plastic package, type of ad) are all measured 
relative to those for the Heinz 32-ounce size. 

4. RESULTS 

Tables 2-4 present results obtained by estimating models 
of successively greater complexity, to determine if the state- 
dependence parameters A and a remain significant as more 
and more complex patterns of heterogeneity are included. 

The most straightforward models are presented in Table 
2 because these contain heterogeneity structures similar to 
ones that have often been estimated in the literature. Tables 
3 and 4 contain models with more complex heterogeneity 
distributions. 

Model 1 in Table 2 is quite similar to that of Guadagni 
and Little (1983), except that the errors are iid normal in- 
stead of iid extreme value. The estimates of the b0 parame- 
ters (i.e., coefficients on observed attributes) all appear rea- 
sonable. Coefficients on the Hunt's and Del Monte dummies 
are negative and significant, indicating that, ceteris paribus, 
consumers prefer Heinz to these brands. The coefficient on 
the plastic dummy is positive and significant, indicating that 
consumers prefer plastic containers. The price coefficient is 
negative and significant as expected. The coefficients on the 
three types of ad dummies are all positive and significant. 
The estimates of the quadratic in package size indicate that 
consumers prefer smaller sizes, ceteris paribus. Because 
these patterns of coefficients on the attributes are consistent 
across all estimated model specifications, I will not discuss 
them further. (Estimates of the quadratic in package size do 
fluctuate substantially across specifications, but in all cases 
they indicate that consumers prefer smaller packages.) 

The estimates of a and A are .813 and 1.985, with stan- 
dard errors of .015 and .106, respectively. These estimates 
imply that the lagged purchase has a strong effect on cur- 
rent decisions. Note that GLijt = aGLij,t-1+(1-a)dij,t-1. 
Thus, the increment in i's evaluation of the utility of pur- 
chasing j at t is A(1 - a) if i bought j at t - 1 as opposed 
to a case in which i did not buy j at t - 1. If we com- 
pare two identical consumers who face the same marketing 
mix and have identical histories except that consumer A 
chose alternative I last period but consumer B did not, the 
current-period utility evaluation of brand 1 will be roughly 
.371 greater for consumer A than consumer B. Given a price 
coefficient estimate of -1.453, this corresponds roughly to 
a 27-cent price cut for alternative 1 in terms of its impact 
on the probability that consumer A will buy alternative 1 
in the current period. 

Model 2 in Table 2 corresponds closely to a familiar 
Dirichlet multinomial-type model, except that Fjj is as- 
sumed to be normal rather than gamma. The parameter r, 
which captures the degree of population heterogeneity in 
preferences for the unique type I attributes of brands, is 
estimated to be .915 with a standard error of .058. This im- 
plies a high degree of heterogeneity. In fact, the fraction of 
total error variance due to heterogeneous preferences for 
the type I unique factor is 47.8%. 

Model 3 in Table 2 contains both r heterogeneity and 
state dependence. The estimated strengths of both of these 
sources of persistence fall when they are included in the 
model simultaneously, relative to the cases in which each 
was included separately. The estimated fraction of total er- 
ror variance due to the unique type I factor falls to 30.7%. 
If we again compare two consumers who face the same 
marketing mix and have identical histories except that con- 
sumer A chose alternative 1 last period while consumer B 
did not, the current-period utility evaluation of brand 1 will 
now be only .148 greater for consumer A than for con- 
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Table 2. The Interaction of Heterogeneity and State Dependence in Some Simple Models With Independent Time-Varying Error Components 

Model 2: Model 4: 
Model 1: Kappa heterogeneity Model 3: Kappa heterogeneity, a 

GL form of only and no state Kappa-type heterogeneity common factor, and 
Parameter state dependence but no dependence (similar to and GL form GL form of 

name heterogeneity Dirichlet multinomial) of state dependence state dependence 

Kappa .915 (.058) .444 (.052) .221 (.040) 
Lambda 1.985 (.106) .889 (.154) 1.096 (.160) 
Alpha .813 (.015) .833 (.029) .836 (.026) 

L1 -.361 (.084) 
L2 -.531 (.102) 
L3 .484 (.086) 
L4 1.148 (.143) 
L5 .897 (.115) 
L6 .170 (.072) 
Hunt's -.428 (.023) -.559 (.030) -.526 (.028) -.584 (.030) 
Del Monte -.644 (.030) -.821 (.038) -.763 (.036) -.870 (.050) 
Plastic .330 (.023) .347 (.030) .373 (.028) .391 (.029) 
Ounces -.024 (.005) -.016 (.005) -.023 (.005) .001 (.008) 
Oz.**2/100 .007 (.005) -.009 (.006) .000 (.006) -.035 (.010) 
Price -1.453 (.053) -1.663 (.057) -1.656 (.058) -1.695 (.067) 
Line ad .485 (.105) .397 (.094) .425 (.101) .439 (.106) 
Display ad .718 (.043) .583 (.038) .638 (.042) .698 (.044) 
Major ad .803 (.049) .681 (.042) .759 (.047) .788 (.052) 

NOTE: Standard errors follow the parameter estimates in parentheses. 

sumer B. Given a price coefficient estimate of -1.656, this 
corresponds to only a 9-cent price cut for alternative 1 in 
terms of its impact on the probability consumer A will buy 
alternative 1 in the current period. 

Model 4 in Table 2 has a heterogeneity distribution like 
that of Elrod and Keane (1995). It incorporates L hetero- 
geneity by including a one-column L vector. This leads to 
a substantial reduction in the estimated degree of , hetero- 
geneity. Because the error variance for alternative j now 
depends on Lj, the fraction of error variance due to the 
unique type I factor is alternative specific, but it never ex- 
ceeds 18% and is as little as 11.8% for alternative 4 (the 
64-oz. Heinz). 

When L heterogeneity is included, the estimate of A actu- 
ally increases, but a is hardly affected. It may seem strange 
that the estimated strength of state dependence increases 
when an additional form of heterogeneity is included in 
the model. Intuitively, what is happening is that certain 
segments of consumers are observed to switch frequently 
among a small group of alternatives. A model with only 
r, heterogeneity and state dependence cannot explain such 
switching behavior. Therefore, the model downplays the 
strength of state dependence to capture the gross transi- 
tion rate in the data (i.e., the probability of purchase of any 
brand other than j at t given that j was purchased at t - 1). 
Once L heterogeneity is included, it is possible to have both 
a low gross transition rate and high transition rates among 
certain subsets of alternatives. This enables the model to 
reconcile frequent switching among subsets of alternatives 
with stronger state dependence. 

The estimates of the elements of L imply that the alter- 
natives 4 and 5 (the 64-oz. and 14-oz. Heinz) are perceived 
as most different from alternatives 1 and 2 (Hunt's and Del 

Monte). Thus, the unobserved type I common factor ap- 
pears to be "Heinzness," with extremely large and small 
sizes of Heinz perceived as most "Heinz-like." Two unap- 
pealing features of this model are that Heinzness is not 
readily interpretable as a common factor and that it im- 
plies frequent consumer switching between the 64-ounce 
and 14-ounce sizes of Heinz. As we shall see later in Table 
5 (p. 321), when a more flexible pattern of heterogeneity 
is allowed, the estimated elements of L change in such a 
way that the type I common factor appears to be package 
size-a much more appealing interpretation. 

Given the results in Table 2, it would appear that both het- 
erogeneity and state dependence explain a significant part 
of the persistence in brand choices. But are the GL parame- 
ters only significant because the functional form that I have 
assumed for heterogeneity is too simplistic? In Tables 3-4 I 
seek to answer this question by allowing for progressively 
more complex patterns of heterogeneity. In Table 3, results 
for models with no state dependence and only heterogene- 
ity are reported. In Table 4 the results for the same models 
are reported, except that in each case the GL form of state 
dependence is included. Thus, we can determine if the GL 
parameters remain significant in models with each succes- 
sively more complex pattern of heterogeneity. 

Model 5 in Table 3 is an MMP model that allows the Eijt 
to have a one-factor covariance structure. In other words, a 
single type II common attribute is included by estimating 
a one-column P vector. This generalizes Model 2, which 
was an iid probit model. The estimated elements of the P 
vector are generally large and highly significant, indicating 
that independence of the time-varying preference shocks 
across brands is strongly rejected. This is not surprising, as 
we would expect time-varying preference shocks to be more 
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Table 3. Models With Heterogeneity/Serial Correlation and No State Dependence 

Model 6: Model 7: 
Model 5: Add correlation Let the eijt be Model 8: Model 9: Model 10: 

Let the eijt be in random correlated over Add observed Add observed Add unobserved 
Parameter correlated across effects across time, with AR(i) heterogeneity in heterogeneity in heterogeneity in 

name brands (P) brands (L) parameter rho intercepts price response price response 

Kappa 1.878 (.159) 1.211 (.102) .971 (.104) .950 (.101) .949 (.098) .913 (.100) 
L1 -.504 (.127) -.529 (.133) -.535 (.163) -.422 (.163) -.513 (.265) 
L2 -.990 (.171) -.721 (.169) -.893 (.164) -.751 (.162) -.684 (.169) 
L3 .743 (.140) 1.218 (.182) 1.401 (.177) 1.391 (.195) 1.534 (.207) 
L4 1.981 (.265) 2.187 (.298) 2.571 (.313) 2.736 (.346) 2.770 (.375) 
L5 1.746 (.196) 1.110 (.172) 1.001 (.183) .739 (.176) .074 (.219) 
L6 .437 (.147) .678 (.157) .744 (.141) .801 (.169) .849 (.142) 
P1 .536 (.162) .270 (.196) .239 (.259) .193 (.454) .126 (.454) .159 (.498) 
P2 .705 (.211) .425 (.221) 1.047 (.192) 1.112 (.199) 1.198 (.127) 1.291 (.245) 
P3 .508 (.236) -.086 (.160) 1.509 (.251) 1.686 (.190) 1.736 (.262) 1.964 (.225) 
P4 1.727 (.273) 1.376 (.281) 1.736 (.387) 2.117 (.353) 2.323 (.345) 2.426 (.420) 
P5 .484 (.282) .446 (.417) .130 (.377) -.196 (.351) -.380 (.169) -.409 (.438) 
P6 2.191 (.188) 1.834 (.173) 2.107 (.241) 2.222 (.253) 2.272 (.166) 2.278 (.219) 
Rho .257 (.027) .257 (.029) .257 (.027) .262 (.030) 
Hunt's -.452 (.040) -.561 (.045) -.519 (.068) -.526 (.122) -.535 (.122) -.515 (.139) 
Del Monte -.741 (.048) -.999 (.068) -.881 (.065) -.902 (.134) -.922 (.120) -.885 (.130) 
Plastic .283 (.039) .303 (.040) .273 (.044) .339 (.103) .372 (.107) .384 (.115) 
Ounces -.016 (.007) .017 (.011) .009 (.016) -.046 (.019) -.046 (.023) -.045 (.024) 
Oz.**2/100 -.008 (.009) -.056 (.015) -.048 (.020) -.010 (.027) -.014 (.031) -.015 (.032) 
Price -1.613 (.071) -1.865 (.084) -1.765 (.090) -1.782 (.086) -1.744 (.190) -1.743 (.212) 
Price* inc .010 (.003) .010 (.004) 
Price*HH size -.150 (.053) -.168 (.048) 
Var(P) 1.001 (.183) 
Line ad .492 (.101) .455 (.110) .499 (.113) .497 (.116) .434 (.113) .519 (.123) 
Display ad .613 (.041) .650 (.045) .722 (.048) .744 (.049) .745 (.048) .723 (.049) 
Major ad .765 (.048) .814 (.053) .859 (.057) .885 (.056) .875 (.059) .903 (.056) 
HH size-1 -.019 (.025) -.029 (.025) -.032 (.026) 
HH size-2 -.024 (.033) -.026 (.033) -.028 (.033) 
HH size-3 .022 (.029) .035 (.032) .029 (.036) 
HH size-4 .079 (.055) .075 (.057) .089 (.058) 
HH size-5 -.263 (.037) -.268 (.050) -.313 (.054) 
HH size-6 -.070 (.028) -.070 (.034) -.056 (.034) 

NOTE: Standard errors follow the parameter estimates in parentheses. 

similar for brands that are closer together in the attribute 
space. 

In Model 6, L heterogeneity is included by estimating a 
one-column L vector. In Model 7, the permanent-transitory 
distinction is relaxed by allowing the time-varying part of 
the errors to follow an AR(1) process. Here, the AR(1) pa- 
rameter p is estimated to be .257 with a standard error of 
.027. Thus, equicorrelation is clearly rejected. 

Comparison of Models 5, 6, and 7 show how the im- 
portance of , heterogeneity is seriously overestimated by 
models that ignore other types of heterogeneity. The esti- 
mate of r, falls from 1.878 to 1.211 when L heterogene- 
ity is included, and then to .971 when persistence in the 
time-varying error component is included. This suggests 
that models like the Dirichlet multinomial may seriously 
overestimate the degree to which consumers are intractably 
loyal to their favorite brands. 

In Models 8-10, the effects of including observed het- 
erogeneity in intercepts and both observed and unobserved 
heterogeneity in slopes are considered. In Model 8, the 

Xit/3j term in Equation (1) is brought in by letting pref- 
erences among alternatives depend on household size. The 
household-size coefficient for alternative 5, the 14-ounce 
Heinz, is -.263 with a standard error of .037. This indi- 

cates, as we would expect, that larger households typically 
dislike small package sizes. Model 9 brings in the AjtXitql 
term by letting the price coefficient differ by household 
income and household size. The coefficients on the price 
with income and household size interactions are .010 and 
-.150, with standard errors of .003 and .053, respectively. 
Because income is measured in thousands of dollars, these 
estimates imply that a $15,000 increase in household in- 
come increases the price coefficient by .15, which is roughly 
the same as the effect of having one fewer household mem- 
ber. Model 10 brings in the Ajtvi term by letting the price 
coefficient be normally distributed in the population. The 
estimated variance a', is quite large at 1.001 with a stan- 
dard error of .183. 

The introduction of the additional forms of heterogene- 
ity in Models 8-10 has little effect on the estimated impor- 
tance of I heterogeneity. But there is an interesting effect on 
the estimated L vector. As additional forms of heterogene- 
ity are included, alternative 5, the 14-ounce Heinz, moves 
from a large positive loading to a position near 0. Because 
the two largest sizes, alternatives 4 and 3, now have the 
two largest loadings, the underlying type I common fac- 
tor begins to look like package size, but the map contin- 
ues to place alternatives 5 and 6 somewhat out of proper 
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Table 4. Models With Heterogeneity/Serial Correlation and State Dependence 

Model 12: Model 13: 
Model 11: Add correlation Let the ijt be Model 14: Model 15: Model 16: 

Let the Eijt be in random correlated over Add observed Add observed Add unobserved 
Parameter correlated across effects across time, with AR(1) heterogeneity in heterogeneity in heterogeneity in 

name brands (P) brands (L) parameter rho intercepts price response price response 

Kappa .646 (.106) .529 (.089) .431 (.081) .475 (.091) .501 (.091) .549 (.092) 
Lambda 1.456 (.193) 1.120 (.214) 1.355 (.336) 1.433 (.426) 1.391 (.356) 1.346 (.379) 
Alpha .850 (.021) .868 (.030) .897 (.034) .911 (.033) .907 (.033) .909 (.037) 
L1 -.342 (.110) -.246 (.106) -.255 (.106) -.248 (.113) .090 (.103) 
L2 -.854 (.147) -.406 (.129) -.139 (.144) -.028 (.155) .303 (.151) 
L3 .707 (.123) 1.180 (.180) 1.490 (.190) 1.664 (.211) 1.857 (.237) 
L4 1.876 (.317) 2.007 (.323) 2.550 (.378) 2.599 (.368) 2.454 (.320) 
L5 1.385 (.213) 1.129 (.167) .669 (.167) .699 (.178) -1.959 (.328) 
L6 .434 (.134) .637 (.141) .826 (.144) .976 (.158) 1.285 (.192) 
P1 1.419 (.224) .544 (.179) .361 (.196) .317 (.233) .434 (.210) .276 (.168) 
P2 2.041 (.314) .540 (.228) .976 (.229) 1.621 (.265) 1.755 (.259) 1.280 (.198) 
P3 -1.224 (.128) -.276 (.154) 1.871 (.283) 2.211 (.270) 2.456 (.292) 2.796 (.307) 
P4 1.663 (.302) 2.047 (.371) 2.092 (.444) 2.670 (.407) 2.776 (.407) 2.543 (.385) 
P5 1.124 (.252) 1.183 (.340) -.241 (.311) -.731 (.380) -.653 (.387) -.902 (.361) 
P6 3.345 (.323) 1.841 (.203) 1.946 (.236) 2.118 (.344) 2.341 (.253) 2.804 (.311) 
Rho .139 (.032) .171 (.031) .167 (.031) .134 (.033) 
Hunt's -.202 (.045) -.492 (.049) -.515 (.060) -.584 (.105) -.470 (.110) -.465 (.099) 
Del Monte -.581 (.069) -.916 (.076) -.778 (.069) -.848 (.134) -.715 (.141) -.692 (.121) 
Plastic .147 (.042) .322 (.042) .454 (.048) .618 (.104) .569 (.119) .572 (.139) 
Ounces -.102 (.009) .005 (.018) .004 (.023) -.058 (.026) -.061 (.028) -.042 (.032) 
Oz.**2/100 .015 (.011) -.050 (.026) -.046 (.029) -.009 (.036) -.001 (.037) -.015 (.038) 
Price -1.943 (.118) -1.895 (.097) -2.052 (.105) -2.056 (.111) -1.898 (.241) -2.355 (.261) 
Price* inc .011 (.003) .023 (.005) 
Price*HH size -.143 (.062) -.206 (.072) 
Var(P) 1.818 (.314) 
Line ad .574 (.114) .643 (.125) .632 (.130) .626 (.135) .633 (.136) .582 (.140) 
Display ad .650 (.052) .720 (.052) .761 (.055) .778 (.059) .777 (.060) .800 (.055) 
Major ad .834 (.063) .888 (.060) .975 (.066) 1.011 (.067) 1.031 (.069) 1.042 (.068) HH size-1 -.011 (.023) -.023 (.023) -.041 (.025) HH size-2 .018 (.032) -.000 (.032) -.009 (.032) HH size-3 .008 (.034) .029 (.039) -.012 (.044) HH size-4 .103 (.059) .130 (.060) .143 (.058) HH size-5 -.348 (.056) -.330 (.076) -.607 (.077) HH size-6 -.089 (.029) -.061 (.035) -.073 (.040) 

NOTE: Standard errors follow the parameter estimates in parentheses. 

position. Interestingly, a high correlation of alternative po- 
sitions along the L and P vectors is also apparent. This is 
consistent with a story in which both the underlying type 
I and type II common factors are package size. Consumers 
have a baseline preference for a certain size (based per- 
haps on how much their family members like ketchup), but 
they also go through phases in which they may prefer a 
larger size or smaller size (perhaps because they go through 
phases in which they have a lot of cookouts or eat a lot of 
hamburgers, followed by phases in which they tire of these 
activities). 

Table 4 presents results analogous to those in Table 3, 
except that the GL form of state dependence is included in 
each model. Comparing Model 11 in Table 4 with Model 
5 in Table 3, we see that introduction of state dependence 
leads to a dramatic reduction in the estimated degree of , 
heterogeneity. The estimate of r, falls from 1.878 to .646. 
This comparison even understates the decline, because the 
length of the P vector also increases substantially when 
state dependence is included. Thus, the fraction of total er- 
ror variance due to the type I unique factor is in a range of 
35.6% to 62.7% in Model 5 but in a range of only 8.9% to 
23.3% in Model 11. 

It is also interesting to compare Model 11 with Model 
3 in Table 2. This isolates the effect of including the P 
vector in a model with both r, heterogeneity and state de- 
pendence. Note that n increases from .444 to .646 while A 
increases from .889 to 1.456. The estimated value of P6 in 
Model 11 is quite large (3.345) implying frequent switching 
in and out of alternative 6 (Heinz 28-oz. plastic) over time. 
Furthermore, the estimated value of P3 is a large negative 
(-1.224), implying frequent switching between alternatives 
6 and 3 (Heinz 40-oz. plastic). Once the model is free to 
capture this pattern of switching with a large positive P6 
value and a large negative P3 value, it can reconcile the 
observed data with stronger n heterogeneity and state de- 
pendence. 

To get some idea of the estimated strength of state depen- 
dence in Model 11, note that the estimates of a and A are 
.850 and 1.456, respectively. If we compare two consumers 
who face the same marketing mix and have identical histo- 
ries, except that consumer A chose alternative 1 last period 
while consumer B did not, the current-period utility evalu- 
ation of brand 1 will be roughly .218 greater for A than for 
B. Given a price coefficient of -1.943, this corresponds to 
roughly an 11-cent price cut for alternative 1 in terms of its 
impact on the probability consumer A will buy alternative 
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1 in the current period. The comparable figure was 9 cents 
in Model 3 in Table 2. 

In Model 12 in Table 4, a single column of L is included. 
As compared to Model 11, this causes the estimated value 
of A to fall from 1.456 to 1.120 and the estimated value 
of , to fall from .646 to .529. The drop in A appears to 
contradict the finding in Table 2 that A increased when L 
was included. Apparently, once certain types of switching 
behavior are accounted for by inclusion of the P vector, 
the additional inclusion of L heterogeneity does indeed lead 
to a decline in the estimated strength of state dependence. 
Moreover, comparison of Model 12 with Model 3 indicates 
that inclusion of L and P together does lead to an increase 
in the estimated strength of state dependence. 

In Model 13 the equicorrelation assumption is relaxed by 
including the p parameter. The estimate of p is .139 with a 
standard error of .032. Comparison with Model 7 indicates 
that inclusion of state dependence reduces the estimate of 
p almost in half. Inclusion of p has little effect on the es- 
timates of the GL parameters. Comparing Models 12 and 
13, we see that the estimate of A increases from 1.120 to 
1.355 while the estimate of a increases from .868 to .897. 
Thus, A(1 -a) drops from .148 to .140. This means that last 
period's purchase has only slightly less impact on current- 
period utility evaluations. Intuitively, when p is included the 
model ascribes some of the short-run persistence in choice 
behavior to short-run persistence in preference shocks. This 
leads it to ascribe slightly less of the observed persistence 
to state dependence, but the effect is minor. 

In Models 14-16 we see the effects of including observed 
heterogeneity in intercepts and both observed and unob- 
served heterogeneity in slopes. In Model 14, preferences 
among alternatives are allowed to depend on household size. 
In Model 15 the price coefficient is allowed to differ by 
household income and household size, and in Model 16 the 
price coefficient is allowed to be normally distributed in 
the population. None of these changes lead to substantial 
diminution in the estimated strength of state dependence. 

The bottom-line results are the estimates of Model 16. 
This "full model" contains the GL parameters along with all 
seven types of heterogeneity. Despite all these controls for 
heterogeneity, the parameters capturing state dependence 
remain highly significant. The estimate of A is 1.346 with 
a standard error of .379, while the estimate of a is .909 
with a standard error of .037. Based on the point estimates 
for Model 16, if we compare two consumers who face the 
same marketing mix and have identical histories except that 
consumer A chose alternative 1 last period while consumer 
B did not, the current-period utility evaluation of brand 1 
will be roughly .122 greater for consumer A than for con- 
sumer B. Because a typical family has a price coefficient 
of about -2.4, these will have effects similar to roughly 
a 5-cent price cut at time t. The effects on utility evalua- 
tions at t + 1 through t + 10 will be .111, .101, .092, .084, 
.076, .069, .063, .057, .052, and .047, respectively. The point 
estimates from Model 1--the GL-type model-imply a cor- 
responding current-period effect of .371 (comparable to a 
27-cent price cut) and t + 1 through t + 10 effects of .302, 
.245, .199, .162, .132, .107, .087, .071, .058, and .047. Thus, 

as expected, the model with all seven types of heterogeneity 
implies a much smaller short-run effect of past purchases on 
current utility evaluations. Both models imply rather small 
effects by period t + 10. 

Other parameter estimates in Model 16 are also of in- 
terest. The estimate of , is .549 with a standard error of 
.092. This, combined with the estimates of L, P, p, and a., 
implies that the fraction of total error variance due to r, het- 
erogeneity is in the range of 3.9% (alternative 4) to 22.1% 
(alternative 1). In Model 10, which has all seven types of 
heterogeneity but no state dependence, the estimate of , is 
.913 and the fraction of total error variance due to , het- 
erogeneity is in the range of 9.0% (alternative 4) to 38.3% 
(alternative 5). Thus, allowing for state dependence substan- 
tially reduces the estimated degree of , heterogeneity. 

The estimates of the elements of the L vector indicate 
that alternatives 4 and 5 are at opposite ends of the one- 
dimensional map, with 3 positioned close to 4, alternatives 
1, 2, and 7 near the middle, and alternative 6 between 2 and 
3. Alternatives 4 and 5 are the 64-ounce and 14-ounce sizes, 
alternative 3 is the 40-ounce size, alternatives 1, 2, and 7 
are 32-ounce sizes, and alternative 6 is a 28-ounce size. 
Thus, in terms of position on the L vector, all alternatives 
except 6 line up perfectly by size, and the unobserved type 
I common factor can be plausibly interpreted as package 
size. Note that I am referring to population heterogeneity 
in preferences for package size that are not captured by 
the observed differences in household size. In Model 10, 
alternative 5 (Heinz 14-oz.) was placed at the center of the 
map. It is interesting that the estimated market map is very 
sensitive to inclusion of state dependence and that inclusion 
of state dependence is necessary before the market map 
takes on an easily interpretable form [see Erdem (1996) for 
a thorough discussion of this issue]. 

In Model 16 the price coefficient is -2.355 with a stan- 
dard error of .314, but the coefficients on the price with 
income and household size interactions are .023 and -.206, 
with standard errors of .005 and .072, respectively. These 
estimates imply, for example, that a typical household with 
an income of $30,000 and three household members will 
have a price coefficient of -2.283. The estimated popula- 
tion variance in the price coefficient is substantial at 1.818, 
implying a standard deviation of 1.348. Comparison with 
Model 10 reveals that the inclusion of state dependence 
leads to increases in the estimated degree of both observed 
and unobserved heterogeneity in the price coefficient. This 
highlights again the point that proper segmentation of a 
market by consumer position in the heterogeneity distribu- 
tion will in general require control for the presence of state 
dependence. 

5. ROBUSTNESS CHECKS 

The full model estimated in Section 4 allows for true 
state dependence of the GL form, along with seven types 
of heterogeneity that can also lead to serial persistence in 
choices. My main conclusion is that, even after allowing 
for all of these nonstate-dependence-based sources of serial 
persistence in the model, the GL form of state dependence 
remains significant. Thus, it appears likely that true state 
dependence is present in the Nielsen ketchup choice data. 
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Table 5. Robustness Checks on General Model 

Model 17: Model 18: Model 19: 
Model 16: Let AR(1) parameters Include 2nd column Subsample with at least 

Parameter name Full model differ by brand of L matrix 6 periods of data 

Kappa .549 (.092) .544 (.091) .577 (.101) .580 (.097) 
Lambda 1.346 (.379) 1.341 (.389) 1.271 (.388) 1.348 (.411) 
Alpha .909 (.037) .908 (.038) .908 (.036) .897 (.041) 
L11 .090 (.103) .092 (.106) .081 (.099) .031 (.164) 
L12 .303 (.151) .298 (.151) .269 (.671) .347 (.237) 
L13 1.857 (.237) 1.834 (.242) 1.766 (.785) 1.887 (.227) 
L14 2.454 (.320) 2.453 (.335) 2.439 (.829) 2.625 (.377) 
L15 -1.959 (.328) -1.944 (.301) -1.882 (.515) -2.245 (.407) 
L1 6 1.285 (.192) 1.289 (.200) 1.288 (.736) 1.307 (.257) 
L22 -.117 (.986) 
L23 .358 (5.577) 
L24 .293 (7.914) 
L25 .092 (5.257) 
L26 .022 (4.043) 
P1 .276 (.168) .279 (.170) .263 (.121) .284 (.289) 
P2 1.280 (.198) 1.277 (.200) 1.266 (.225) 1.279 (.242) 
P3 2.796 (.307) 2.789 (.312) 2.740 (.330) 2.882 (.347) 
P4 2.543 (.385) 2.540 (.403) 2.542 (.462) 2.584 (.426) 
P5 -.902 (.361) -.886 (.371) -.804 (.416) -.793 (.614) 
P6 2.804 (.311) 2.801 (.320) 2.772 (.274) 2.930 (.515) 
Rho or Rho-1 .134 (.033) .179 (.071) .135 (.032) .142 (.031) 
Rho-2 .100 (.060) 
Rho-3 .162 (.041) 
Rho-4 .153 (.053) 
Rho-5 .191 (.155) 
Rho-6 .108 (.034) 
Hunt's -.465 (.099) -.464 (.093) -.464 (.107) -.462 (.144) 
Del Monte -.692 (.121) -.690 (.120) -.697 (.133) -.687 (.200) 
Plastic .572 (.139) .569 (.137) .557 (.140) .588 (.240) 
Ounces -.042 (.032) -.042 (.033) -.042 (.032) -.039 (.049) 
Oz.**2/100 -.015 (.038) -.015 (.039) -.015 (.038) -.013 (.053) 
Price -2.355 (.261) -2.337 (.247) -2.272 (.274) -2.446 (.330) 
Price*inc .023 (.005) .023 (.005) .022 (.005) .020 (.007) 
Price*HH size -.206 (.072) -.206 (.071) -.209 (.071) -.224 (.100) 
Var(P) 1.818 (.314) 1.814 (.312) 1.804 (.329) 1.998 (.384) 
Line ad .582 (.140) .577 (.140) .546 (.140) .494 (.186) 
Display ad .800 (.055) .796 (.054) .790 (.060) .832 (.059) 
Major ad 1.042 (.068) 1.040 (.067) 1.045 (.072) .986 (.078) 
HH size-1 -.041 (.025) -.041 (.025) -.041 (.024) -.045 (.042) 
HH size-2 -.009 (.032) -.008 (.032) -.009 (.032) -.010 (.051) 
HH size-3 -.012 (.044) -.011 (.043) -.007 (.046) -.013 (.061) 
HH size-4 .143 (.058) .143 (.057) .145 (.060) .125 (.077) 
HH size-5 -.607 (.077) -.603 (.068) -.580 (.093) -.674 (.066) 
HH size-6 -.073 (.040) -.073 (.039) -.073 (.041) -.078 (.056) 

NOTE: Standard errors follow the parameter estimates in parentheses. 

Although the heterogeneity structure that I have esti- 
mated is quite flexible, one might still argue that some of the 
restrictions I imposed in estimation are generating the sig- 
nificance of the state-dependence parameters. This section 
investigates the robustness of my results to certain changes 
in specification of the full model--Model 16. First, to con- 
serve on parameters, in Model 16, I restricted the AR(1) 
parameters for all alternatives to be identical. In Model 17 
in Table 5, I relax this restriction and allow a separate AR(1) 
parameter for each alternative. Recall that in Model 16 the 
estimate of the AR(1) parameter was .134 with a standard 
error of .033. In Model 17 the estimated AR(1) parameters 
range from .100 to .191. In no case is an estimate even one 
standard deviation away from .134. Furthermore, compari- 
son of Models 16 and 17 indicates that the other model pa- 
rameters scarcely change. In particular, the coefficient mul- 
tiplying the state-dependence variable only changes from 
1.346 to 1.341. 

Another key way in which I conserved on parameters in 
Model 16 was by imposing a factor structure on the er- 
ror covariance matrix. If utility for each alternative was 
allowed to depend on a random effect, with the vector of 
random effects having an unrestricted covariance matrix, 
there would be a 6 x 6 covariance matrix with 21 unique 
elements to be estimated. By imposing the , + 1 column 
of L structure (i.e., each alternative has a unique factor and 
one common factor), I reduce the number of unique ele- 
ments in the covariance matrix of the random effects to 7. 
Are results sensitive to this restriction? Model 18 in Table 
5 addresses this question by including a second column in 
the L matrix. 

When the second column of L is included, the model pa- 
rameters other than the common factor loadings (elements 
of L) are little affected. In particular, the coefficient mul- 
tiplying the state-dependence variable only changes from 
1.346 to 1.271. Note also that the standard errors for the 
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elements of the first column of L increase substantially. 
The standard errors for the elements of the second column 
of L are enormous, and none of the elements of the sec- 
ond column approach significance. All of these results are 
consistent with earlier Monte Carlo work by Keane (1992) 
and Geweke et al. (1994), which indicates that it is very 
difficult to uncover unrestricted covariance structures for 
high-dimensional choice models. Basically, discrete choice 
data does not contain very much information about error 
covariances. As a consequence, it would be very unusual to 
reject the restriction that the covariance matrix for a high- 
dimensional choice model lies in a rather low-dimensional 
factor space. 

A final important question is whether my results are sen- 
sitive to my ad hoc specification of the initial conditions. 
As I discussed in Section 4, with an ad hoc specification of 
the initial conditions, consistency will only be achieved as 
T -+ 00 because as T -+ 00 the specification of the initial 
conditions becomes less important. This suggests that a way 
to test the sensitivity of the results to specification of the 
initial conditions is to reestimate the model on a subsample 
of individuals who have relatively long strings of observed 
purchases. Recall that the full sample has 1,150 people with 
5,353 purchase occasions. Model 19 in Table 5 is the same 
as Model 16 except that it is estimated on a subsample of 
329 people who have at least six observed purchases. This 
subsample has a total of 3,266 purchase occasions-an av- 
erage of 9.93 per person, as compared to only 4.65 in the 
full sample. Comparison of Models 19 and 16 indicates that 
parameter estimates are very similar in the subsample. In 
particular, the coefficient multiplying the state-dependence 
variable only changes from 1.346 to 1.348. This suggests 
that results are not too sensitive to the specification of ini- 
tial conditions. I think the reason this is true is that most of 
the data points in the full sample are for people with rel- 
atively large numbers of purchase occasions (note that the 
subsample used to estimate Model 19 has only 28.6% of the 
people but 61.0% of the data points). Hence, most of the 
information for identification of the serial correlation and 
state-dependence parameters is coming from people with 
rather long purchase strings. Overall, I conclude that the 
finding that true state dependence is present in the data is 
remarkably robust to alternative specifications of the model. 

6. MODEL FIT EVALUATION 

Although the results in Sections 4 and 5 indicate that pa- 
rameters capturing true state dependence remain significant 
in the model even after many other nonstate-dependence- 
based sources of serial persistence are controlled for, an im- 
portant question is: "How much better does the full model 
that includes state dependence fit than the other models?" 
Because the models are estimated using MSM, there is no 
omnibus fit statistic available, like the likelihood function, 
that can be used to compare fit across models. Instead, I 
look at how four selected models fit various transition rates 
in the data. 

I consider one-, two-, and three-period transition matri- 
ces. The one-period transition matrix is the 7 x 7 matrix 
that contains the values Zi=1,N t=1,T dijtldik,t-1 = 1 for 

j = 1, 7, k = 1, 7. A two-period transition matrix is a 
7 x 7 matrix that contains 

Zi=1,N t=1,T dijtldik,t-1 = 1, 
dik,t-2 = q for j = 1, 7, k = 1, 7. There are two such 
matrices, depending on whether q = 1 or 0. A three- 
period transition matrix is a 7 x 7 matrix that contains 
Ei=1,N Et=1,Tdijtldik,t-1 = 1, dik,t-2 = q, dik,t-3 - r 
for j = 1, 7, k = 1, 7. There are four such matrices, de- 
pending on whether q and r are set equal to 0 or 1. 

For the Sioux Falls data, the one-period transition matrix 
is given in the upper left cell of Table 6. The rightmost col- 
umn of the table gives the row sums (number of occasions 
that each alternative was bought at t - 1), and the bottom 
row gives the column sums (number of occasions that each 
alternative was bought at t). The two-period transition ma- 
trix that conditions on dik,t-1 = 1, dik,t-2 = 1 is in the 
middle column, and the three-period transition matrix that 
conditions on dik,t-1 = 1, dik,t-2 = 1, dik,t-3 = 1 is in the 
rightmost column. 

Note that the ketchup data is not characterized by a par- 
ticularly high degree of persistence in choices at the aggre- 
gate level. For example, of the 1,495 cases of people buying 
alternative 6 (the Heinz 28-oz. plastic) at time t - 1, in only 
476 instances does the person buy it again on purchase oc- 
casion t-a 31.8% repeat-purchase probability. A person 
who buys alternative 3 on occasion t - 1 (the Heinz 40-oz. 
plastic) is actually more likely to buy alternative 6 on the 
next occasion than to stay with 3. (Note that this switch- 
ing pattern was picked up by the estimated models-see 
Sec. 4.) 

Persistence appears to be greater when one conditions on 
a person having bought the same alternative on two previ- 
ous purchase occasions. For example, of the 340 cases of 
people buying alternative 6 (the Heinz 28-oz. plastic) at both 
time t - 1 and t - 2, the person buys it again 184 times on 
purchase occasion t-a 54.1% repeat-purchase probability 
(versus 31.8% when conditioning only on t - 1). And for 
the 139 cases of people buying alternative 6 at t - 1, t - 2, 
and t - 3, the person buys it again 81 times on purchase 
occasion t-a 60.4% repeat-purchase probability. 

To compare model fit, predicted one-, two-, and three- 
period transition matrices were constructed for four key 
models-Model 1, the GL-type model; Model 2, the Dirich- 
let multinomial-like model with K heterogeneity only; 
Model 10, the model with the very general heterogene- 
ity structure but no true state dependence; and Model 16, 
the full model that includes a very general heterogeneity 
structure plus true state dependence. Transition matrices ob- 
tained from simulation of the four models are reported in 
Table 6. Visual inspection of the one-period transition ma- 
trices reveals that Model 1 (GL) overstates persistence for 
the two largest market-share alternatives (6 and 7) while un- 
derstating it for the smaller alternatives. Model 2 (, hetero- 
geneity) understates persistence for all alternatives except 3 
and 6. Models 10 and 16 both look better, and it is difficult 
to choose between them solely from visual impression. 

Turning to the two-period transition matrices, we see that 
Model 1 even more strikingly exaggerates persistence. For 
example, it predicts 570 events in which consumers buy 
alternative 6 at both t - 1 and t- 2, followed by 414 events 
in which they buy 6 again at time t-a repurchase rate of 
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Table 6. Predicted Versus Actual Transition Rates 

Three-period transition frequencies: 
One-period transition frequencies: Two-period transition frequencies: Pr(dijt = 1/dij,t-1 = 1, di,,t-2 = 1) 

Models Pr(dijt = 1/dij,t-1 = 1) Pr(dijt = 11dij,t-1 = 1, di,t-2 = 1) dij,t-3 = 1) 

Actual 263 46 32 4 4 155 143 647 116 8 6 0 1 39 31 201 61 4 2 0 0 14 9 90 
Sioux Falls 69 68 6 6 5 49 84 287 14 27 1 0 0 7 12 61 1 17 0 0 0 3 3 24 
data 42 11 85 26 9 107 75 355 8 0 23 9 2 21 8 71 3 0 6 3 0 6 2 20 

9 5 23 60 3 19 25 144 0 1 5 36 0 3 5 50 0 0 3 24 0 1 1 29 
10 1 13 2 50 30 27 133 1 0 1 0 24 6 3 35 0 0 0 0 12 4 0 16 

170 32 114 23 24 476 303 1,142 40 5 34 5 5 184 67 340 14 1 13 1 2 81 27 139 
171 84 74 26 20 363 757 1,495 40 23 23 11 5 116 417 635 15 5 6 5 1 61 270 363 
734 247 347 147 115 1199 1414 4,203 219 64 93 61 37 376 543 1,393 94 27 30 33 15 170 312 681 

Model 1: 204 37 47 21 18 134 153 615 67 10 13 8 5 20 30 154 27 3 1 4 1 4 9 51 
GLform 32 39 16 11 10 62 64 235 3 8 1 2 2 5 10 32 1 1 0 1 1 1 2 7 

of state 43 8 56 9 5 88 79 289 3 2 18 1 1 7 12 43 1 0 9 0 0 2 3 17 
dependence 16 10 7 17 3 30 31 114 1 2 2 3 0 1 2 11 0 0 1 0 0 0 1 2 
but no 21 8 11 3 14 30 33 121 2 1 1 0 1 1 1 7 0 0 0 0 0 0 0 1 
heterogeneity 139 52 62 27 23 729 270 1,303 39 12 14 10 4 414 76 570 16 6 9 6 1 271 20 330 

148 44 83 30 33 296 890 1,526 52 11 28 11 9 109 508 727 17 6 12 5 5 49 315 409 
603 200 284 121 107 1368 1520 4,203 168 46 78 35 22 557 638 1,544 64 17 34 16 8 328 350 817 

Model 2: 224 39 69 18 16 135 148 650 71 13 24 4 5 21 33 172 31 2 9 1 2 5 4 55 
Kappa-type 28 48 15 9 15 62 63 240 1 11 1 4 3 8 8 36 0 4 0 1 2 0 1 9 

heterogeneity 50 13 111 10 11 89 84 369 9 2 44 2 2 14 14 86 3 1 25 1 1 5 3 38 
only and no 14 11 11 30 6 29 22 123 0 0 2 10 0 3 4 20 0 0 2 2 0 1 2 9 
state 20 9 17 7 33 48 45 180 1 0 2 2 8 4 6 24 1 0 0 1 1 2 2 7 
dependence 153 52 89 35 46 598 293 1,267 44 13 24 11 14 271 84 463 17 10 11 4 4 144 20 211 

169 50 79 32 55 331 657 1,374 59 16 29 10 24 107 300 546 20 7 9 4 9 32 155 238 
659 224 393 143 184 1290 1310 4,203 187 57 126 44 58 428 448 1,347 74 25 57 14 20 189 188 567 

Model 10: 276 54 39 8 13 139 173 701 91 19 6 3 3 37 46 204 41 4 1 1 1 10 8 67 
Kappa-type 51 52 8 2 5' 35 78 231 7 12 1 1 1 4 13 39 1 6 0 0 1 1 0 11 

heterogeneity 31 6 110 16 14 84 82 343 6 2 34 6 7 13 14 83 2 0 11 3 3 5 2 27 
and random 4 2 11 67 6 33 24 147 1 1 1 34 2 11 7 57 1 1 1 19 1 8 3 33 
effects and 16 5 13 4 36 40 22 137 3 0 2 1 6 10 3 26 1 0 0 0 0 2 0 4 
AR(1) error 149 36 86 35 28 547 304 1,186 44 9 19 11 11 226 90 412 16 3 9 3 3 96 41 170 
but no state 194 68 85 29 37 314 730 1,458 69 31 40 11 14 122 319 608 25 16 14 8 5 51 135 255 
dependence 722 223 354 162 140 1191 1411 4,203 221 76 104 68 45 423 492 1,429 87 31 38 35 13 172 190 567 

Model 16: 245 51 43 13 12 142 151 657 87 12 12 4 3 37 32 187 36 6 4 1 1 7 6 61 
Full model 59 59 9 6 6 43 83 266 11 15 1 1 1 4 12 45 3 7 0 0 1 0 2 14 

46 9 136 16 9 73 73 363 10 2 68 5 2 9 14 110 6 1 42 4 1 5 2 61 
9 4 16 37 2 29 30 127 1 1 7 12 1 4 4 30 0 0 2 5 0 2 2 12 

12 3 7 2 77 30 21 152 1 1 3 1 33 8 5 52 1 0 0 0 17 1 2 23 
136 52 87 36 27 564 294 1,197 37 13 24 14 6 247 84 426 16 6 8 2 1 117 41 191 
171 71 72 32 31 301 761 1,441 60 23 32 9 11 106 385 627 18 12 12 6 4 54 200 307 
679 251 372 144 164 1180 1412 4,203 208 67 148 47 57 415 536 1,477 81 33 70 19 23 187 255 669 

NOTE: For the four estimated models, simulations were performed to generate unconditional choice sequences. The upper left 7*7 block of each matrix contains predicted transition frequencies, 
while the right-most column contains row sums and the bottom row contains column sums. Expected choice frequencies are rounded to the nearest integer value. Therefore row and column entries 
may not add up to the reported row and column sums. 

72.6%, which is much too high. Model 2 continues to over- 
state persistence for 3 and 6 and understate it for other 
alternatives. Again models 10 and 16 look much better, and 
now a close visual inspection reveals some points of advan- 
tage for Model 16 over Model 10. In particular, model 10 
substantially understates persistence for alternative 7. 

The advantage of Model 16 over all other models be- 
comes much more apparent when the three-period transition 
matrices are examined. Most obviously, while the three- 
period transition matrix for the actual Sioux Falls data has 
a grand sum over all rows and columns of 681, that for 
Model 1 is 817 and that for Models 2 and 10 is only 567. So 
Model 1 substantially overstates the frequency with which 
consumers purchase the same alternative on three succes- 
sive occasions, but Models 2 and 10 substantially understate 
this frequency. Model 16 comes in just about right at 669. 

The visual impression of superior performance of Model 
16 in capturing transition rates is confirmed by examination 
of formal X2 test statistics for fit of the predicted to the ac- 
tual cell counts in each transition matrix. These are reported 
in Table 7. Here I report results not just for the three transi- 
tion matrices reported in Table 6 but also for the two-period 
transition matrix conditional on the 

(dik,t-l,dik,t-2) 
= 

(1, 0) pattern and the three-period transition matrices con- 
ditional on the (dik,t-1, dik,t-2, dik,t-3) = (1, 1, 0), (1, 0, 1) 
and (1, 0, 0) patterns. Note that Model 16 clearly domi- 
nates Model 10 according to these formal X2 fit tests, even 
for the one-period transition rates in which its superior- 
ity was not visually obvious in Table 6. Model 16 is espe- 
cially superior for the transition matrix conditional on the 
(dik,t-l1, dik,t-2, dik,t-3) sequence, where a value of 247.7 
is obtained versus 723.2 for Model 10. Apparently, the ad- 
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Table 7. Fit of Alternative Models to Transition Rates 

Model 10: 
Model 2: Kappa-type 

Model 1: Kappa-type heterogeneity, random 
GL form of state heterogeneity only effects, and AR(1) error 

dependence but no and no state component but no Model 16: 
Transition matrix heterogeneity dependence state dependence Full model 

One-period transition rates 

Pr(dijt = 11di,t-1 = 1) 682.1 396.9 180.6 169.6 

Two-period transition rates 

Pr(dt = lldij,t-1 = 1, dij,t-2 = 1) 1,544.7 483.3 245.5 199.3 

Pr(dijt = 1ldiy,t-1 = 1, dij,t-2 = 0) 312.3 217.3 233.2 145.1 

Three-period transition rates 

Pr(djit = lIdij,t-1 = 1, dij,t-2 = 1, dii,t-3 = 1) 4,885.8 639.2 723.2 247.7 
Pr(dift = Ildij,t-1 = 1, dij,t-2 = 1, dij,t-3 = 0) 282.3 174.8 83.1 85.1 
Pr(d,1t = lIldi,t-1 = 1, dij,t-2 = 0, dij,t-3 = 1) 214.3 159.4 104.5 98.6 

Pr(d,'t = lIdij,t-1 = 1, dij,t-2 = 0, dij,t-3 = 0) 260.7 152.5 142.0 100.3 

NOTE: The numbers in the table are chi-squared statistics for fit of the models to the 7*7 transition matrices indicated in the leftmost column. The chi-squared statistics are defined as the sum 
over transition matrix elements of the squared difference between the actual and predicted transition count divided by the predicted transition count. 

dition of the GL form of state dependence to the model 
greatly improves its ability to fit transition rates, even when 
many types of heterogeneity and serial correlation are al- 
lowed for. 

7. POLICY SIMULATIONS 

The various models estimated in Section 4 have very dif- 
ferent implications with regard to the effect of changes in 
the marketing mix on dynamic consumer behavior. This sec- 

Table 8. Frequency Distribution of Purchases by Purchase Occasion 

Alternative 

occasion 1 2 3 4 5 6 7 

1 151 80 91 29 72 331 396 
2 133 71 93 15 42 264 288 
3 116 53 52 31 23 213 212 
4 89 27 59 16 23 158 178 
5 70 13 34 18 5 144 142 
6 69 14 19 11 7 85 124 
7 57 13 22 11 5 65 85 
8 40 8 12 9 2 55 72 
9 28 14 10 6 0 41 60 

10 22 8 10 8 3 41 39 
11 16 8 10 5 0 21 44 
12 18 6 8 4 1 19 35 
13 9 3 4 1 1 20 24 
14 8 3 3 1 1 13 25 
15 5 1 3 2 1 9 18 
16 4 2 0 0 0 12 17 
17 5 0 1 2 0 11 11 
18 3 0 3 1 0 6 7 
19 5 1 0 0 1 3 7 
20 5 0 1 1 0 2 5 
21 5 0 0 1 0 2 4 
22 4 1 0 0 0 2 3 
23 2 0 0 1 0 2 4 
24 1 0 0 1 0 4 2 
25 0 0 0 1 0 2 4 
26 0 0 0 0 0 2 3 
27 0 1 1 0 0 1 0 
28 1 0 1 0 0 1 0 
29 2 0 1 0 0 0 0 
30 0 0 0 1 0 1 1 

tion examines the impact of a one-period price promotion 
on long-term behavior to illustrate this point. 

Table 8 presents the frequency distribution of consumer 
purchases by purchase occasion for the actual Sioux Falls 
data. Note that on purchase occasion 1 there are 1,150 ob- 
servations and that this number declines with each purchase 
occasion. This is because all consumers in the data have one 
purchase occasion, somewhat fewer have two, and so forth. 

The upper left cell in Table 9 presents predicted purchase 
frequencies for the first 10 purchase occasions obtained by 
simulating data using Model 1-the GL-type model. The 
simulated sample is the same size as that used in the esti- 
mation, and exactly the same exogenous variables that were 
seen in the dataset were used for the X and A vectors in 
the simulation. 

In the upper right cell, I use Model 1 to simulate a sce- 
nario in which all consumers face a price promotion of 50 
cents for alternative 2, Hunt's, on their second purchase oc- 
casion. This is a substantial price cut because the average 
price for the 32-ounce Hunt's during the sample period was 
roughly $1.10. The GL-type model predicts an immediate 
increase from 145 to 372 units in Hunt's sales-a 257% 
increase. It also predicts increases in Hunt's sales in peri- 
ods 3-10 of 24%, 18%, 13%, 10%, 13%, 14%, 15%, and 
15%. (It should be remembered that these numbers include 
simulation error, so they do not represent exact predictions 
of sales changes.) 

The second row of Table 9 contains the same information 
for Model 2-the model with r; heterogeneity only, which 
is quite similar to a familiar Dirichlet multinomial model. 
This model predicts an immediate increase from 140 to 409 
units in Hunt's sales in period 2. Of course, it predicts a re- 
turn to exactly the previous level of sales as soon as the 
price promotion is removed-as must any model without 
state dependence regardless of the complexity of the er- 
ror structure. The third row presents the simulation results 
for Model 10-the model that contains all seven types of 
heterogeneity but does not allow for state dependence. This 
model predicts an immediate increase from 152 to 409 units 
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in Hunt's sales in period 2. Of course, it also predicts a re- 
turn to exactly the previous level of sales as soon as the 
price promotion is removed. Model 10 is quite similar to 
that of Allenby and Lenk (1994) because it includes AR(1) 
errors. But, because there is no state dependence, there are 
no purchase carryover effects by construction. 

Finally, the bottom cell of Table 9 presents the simulation 
results for Model 16-the full model that contains seven 
types of heterogeneity and true state dependence. The full 
model predicts that the price cut leads to an immediate in- 
crease from 143 to 448 units in Hunt's sales in period 2-a 
313% increase. It also predicts increases in Hunt's sales in 
periods 3-10 of 16%, 12%, 16%, 11%, 5%, 9%, 10%, and 
17%. Note that the full model predicts a larger immedi- 
ate price promotion effect than does the GL-type model. It 
also predicts a long-run promotion effect on sales that is 
roughly 40% of the size of the effect predicted by the GL- 
type model (i.e., over all eight purchase occasions following 

the promotion, Model 16 predicts a 12% increase in total 
sales, whereas Model 1 predicts a 17% increase). 

Note that the immediate price promotion effect predicted 
by Model 16 is only a bit larger than that predicted by 
Model 2-the rc-heterogeneity-only model. More subtly, 
however, the two models differ dramatically in where they 
predict the extra sales come from. The full model predicts 
that 165 out of the 315-unit increase in Hunt's 32-ounce 

I sales come from Heinz 32-ounce (alternative 7), although 
only 71 units come from the Heinz 28-ounce plastic. The 
i -heterogeneity-only model predicts that only 103 units out 
of a 269-unit increase come from Heinz 32-ounce, but 94 
units come from Heinz 28-ounce plastic. The Heinz 40- 
ounce and 64-ounce are much harder hit according to the 
t -heterogeneity-only model, whereas Del Monte 32-ounce 
and Heinz 32-ounce are much harder hit according to the 
full model. This occurs because, according to the L-vector 
estimates in the full model, Hunt's 32-ounce is most simi- 

Table 9. Price-Policy Experiments 

Simulation of 50t price cut 

Purchase 
Baseline simulation by Hunt's in period 2 

Model occasion 1 2 3 4 5 6 7 1 2 3 4 5 6 7 

Model 1: 1 191 84 100 41 50 324 360 191 84 100 41 50 324 360 
GL form 2 145 62 76 33 41 262 287 372 40 41 18 21 197 217 

of state 3 109 40 56 24 19 220 232 135 40 54 20 19 211 221 
dependence 4 89 28 39 15 16 156 207 105 27 41 15 17 147 198 
but no 5 58 22 27 20 6 143 150 66 20 26 21 7 136 150 
heterogeneity 6 51 15 20 8 8 111 116 56 14 18 10 8 111 112 

7 39 5 14 1 3 102 94 44 6 14 2 3 99 90 
8 29 5 10 1 2 61 90 33 5 8 3 2 61 86 
9 20 4 9 3 0 57 66 23 4 9 3 0 58 62 

10 13 3 10 0 4 48 53 15 3 9 0 5 47 52 

Model 2: 1 174 66 95 27 42 338 408 174 66 95 27 42 338 408 
Kappa-type 2 140 50 74 24 40 268 310 409 31 48 13 24 174 207 

heterogeneity 3 111 37 61 17 30 223 221 111 37 61 17 30 223 221 
only and no 4 84 34 53 19 19 149 192 84 34 53 19 19 149 192 
state 5 57 26 36 20 13 137 137 57 26 36 20 13 137 137 
dependence 6 50 13 25 11 20 102 108 50 13 25 11 20 102 108 

7 41 11 23 7 11 86 79 41 11 23 7 11 86 79 
8 35 11 19 8 11 56 58 35 11 19 8 11 56 58 
9 24 9 14 7 8 52 45 24 9 14 7 8 52 45 

10 23 6 12 3 11 39 37 23 6 12 3 11 39 37 

Model 10: 1 183 55 95 26 56 350 385 183 55 95 26 56 350 385 
Kappa-type 2 152 45 76 24 30 271 308 409 24 54 21 17 210 171 

heterogeneity 3 117 35 44 23 30 220 231 117 35 44 23 30 220 231 
and random 4 91 33 41 23 17 148 197 91 33 41 23 17 148 197 
effects and 5 64 22 36 26 10 118 150 64 22 36 26 10 118 150 
AR(1) error 6 64 17 29 16 17 87 99 64 17 29 16 17 87 99 
but no state 7 42 8 20 11 6 81 90 42 8 20 11 6 81 90 
dependence 8 38 7 18 7 6 53 69 38 7 18 7 6 53 69 

9 32 11 13 6 3 45 49 32 11 13 6 3 45 49 
10 23 5 14 6 5 34 44 23 5 14 6 5 34 44 

Model 16: 1 168 64 106 26 60 358 368 168 64 106 26 60 358 368 
Full model 2 143 53 71 24 41 274 300 448 22 50 22 26 203 135 

3 113 42 59 20 39 211 216 131 39 58 20 39 210 203 
4 85 37 42 19 20 148 199 95 37 42 17 20 147 192 
5 58 27 38 21 17 121 144 67 28 37 21 17 121 135 
6 62 14 29 13 13 85 113 69 15 30 13 13 84 105 
7 44 15 20 10 6 69 94 46 17 21 10 6 68 90 
8 35 10 17 6 5 51 74 38 10 17 6 5 51 71 
9 29 11 17 7 4 44 47 32 11 17 7 4 44 44 

10 23 6 16 4 3 35 44 27 6 16 5 3 34 40 

NOTE: For the four estimated models, simulations were performed to generate unconditional choice sequences. The numbers reported in the table are aggregate choice counts for each of the 
seven brands on each of the first 10 purchase occasions, based on these simulations. 
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lar to Heinz 32-ounce and Del Monte 32-ounce, while being 
rather dissimilar to the other alternatives. 

Finally, I note that in the marketing literature several 
studies have compared the repeat-purchase probabilities of 
consumers who bought a particular brand on price promo- 
tion versus consumers who bought the brand under normal 
circumstances. It is generally found that repeat purchase 
rates are lower for consumers who bought on promotion. 
This finding has often been taken as evidence that buying a 
brand on promotion actually reduces the probability that a 
consumer will buy that brand in the future-which would 
seem to contradict my finding that a temporary price pro- 
motion has a small positive effect on future-purchase prob- 
abilities. In fact, there is no contradiction. As Neslin and 
Shoemaker (1989) pointed out, the apparent negative effect 
of a promotion on repeat-purchase rates may well be due to 
spurious state dependence that arises out of failure to con- 
trol for unobserved heterogeneity. The only way to draw 
valid causal inferences about long-term effects of promo- 
tions is to do what I have done in this article: Estimate a 
choice model that allows for both unobserved heterogene- 
ity and state dependence and then simulate the dynamic 
consumer response to promotions. 

8. CONCLUSION 

In this article I have estimated statistical models for con- 
sumer choice behavior that allow for both state dependence 
of the type considered by Guadagni and Little (1983) and 
a very flexible pattern of heterogeneity. The most general 
model considered is the first in the brand-choice literature 
to simultaneously include heterogeneous preferences for 
common and unique attributes of brands, allow for time- 
invariant preference heterogeneity and autocorrelated time- 
varying preference shocks, and include state dependence 
(or purchase-event feedback). Using the Nielsen ketchup 
data, I find that the parameters capturing state dependence 
remain highly significant even after controls for very com- 
plex patterns of heterogeneity. This result lends support to 
the notion that choice is not a zero-order process. 

But the results also indicate that in a certain sense the 
deviation of choice behavior from a zero-order process is 
quantitatively small. Simulation results for the preferred 
model reveal that a substantial price reduction large enough 
to generate a 313% immediate sales increase in one of the 
ketchup brands leads to only about a 12% sales increase on 
subsequent purchase occasions after price returns to nor- 
mal. The increment to a consumer's current utility eval- 
uation for a brand of ketchup due to having bought that 
brand on the previous purchase occasion is roughly equal 
to what would be achieved by a 5-cent price cut-which is 
small relative to the variability of prices in the data. Thus, 
the effects of current prices on current utility evaluations 
appear to be much stronger than purchase carryover ef- 
fects. This relative weakness of purchase carryover effects 
probably accounts for the fact that most previous research 
in marketing has failed to reject the zero-order hypothesis 
(see Bass 1993). Given the weakness of purchase carryover 
effects relative to current-price effects and other marketing- 

mix effects, highly efficient estimation techniques like those 
employed here are needed to detect state dependence in the 
data. 
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